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1. Random Process (expectation, covariance, increment)

2. (Gaussian Process
* Any Gaussian Process can be transferred to Canonical GP
* d(s,t) = |ls —tll

3. Consider E sup X; for GP: Slepian’s inequality
teT

« Comparison between X; and Y; using second order information
« Small fluctuation leads to small expectation.

« Today, we talk about other inequalities about [E sup X;
ter



Theorem 7.2.1 (Slepian’s inequality). Let (X;)ier and (Y;)ier be two mean zero
Gaussian processes. Assume that for all t,s € T', we have

EX;=EY? and E(X,-X,)?<E(Y,-Y,)". (7.2)

Then for every T € R we have

IP’{SupXt > 7‘} < P{Squ; > T}, Esup X; < EsupY,;.

te’T teT teT teT

Intuition. X, tt V; BUEENE/)N, EILHERERE/,

AR AEENEAFHERCANER? Sudakov-Fernique’s inequality




Theorem 7.2.1 (Slepian’s inequality). Let (X;)ier and (Y;)ier be two mean zero
Gaussian processes. Assume that for all t,s € T', we have

EX;=EY? and E(X,-X,)?<E(Y,-Y,)". (7.2)

Then for every 7 € R we have

P{supXt > 7‘} < P{Squ; > T}. Esup X; < EsupY,.
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Theorem 7.2.11 (Sudakov-Fernique’s inequality). Let (X;)ier and (Y;)ier be
two mean zero Gaussian processes. Assume that for all t,s € T', we have

2 2
E(X: — X)” <E(Y; - Y)" Hint: Interpolation.
Then choose f as

Esup X; < EsupY;. flz) = %logzeﬁxi.
1=1
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Two-dim extension: Gordon’s inequality

Exercise 7.2.14 (Gordon’s inequality). sesese Prove the following extension of

Slepian’s inequality due to Y. Gordon. Let (Xt )uer ter and Y = (Yot )uer ter be
two mean zero Gaussian processes indexed by pairs of points (u,t) in a product

set U x T'. Assume that we have

EX:, =EY?:, | E(Xy — X)) <E(Y,, —Y,,)* forall u,t,s;
E(Xu — Xus)? > E(Yy —Y,,)? forall u+# v and all ¢, s.

Then for every 7 > 0 we have

P{inf sup Xy > T} < P{inf sup Y, > fr}.

Consequently,

E inf sup X, |< E inf sup Y,,;. (7.12)
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Another geometric view: Sudakov’s minoration inequality

Theorem 7.4.1 (Sudakov’s minoration inequality). Let (X;):;cr be a mean zero
Gaussian process. Then, for any € > 0, we hawve

Esup X; > cs\/log./\f(T, d,e).

teT

where d is the canonical metric defined in (7.13).

Intuition: increment d(t, s) contains all the information of GP

Hint: Consider a set T with only N different points. Since every two points are
far from each other, they have a large variance (related to €). Comparing it with
canonical GP reaches the conclusion.




Sudakov’s Inequality (two-side)

Theorem 8.1.13 (Two-sided Sudakov’s inequality). Let T C R™ and set

s(T) := sup q/logN(T, €).

Then _
c-s(T) <w(T) < Clog(n)-s(T).



Take-away Messages

Analyze E sup X; for Gaussian Process
teT

1. Slepian’s inequality: Small fluctuation leads to small expectation.

2. Sudakov-Fernique’s inequality: remove variance requirement (only
expectation results)

3. Gordon’s inequality: two-dim extension

4. *Sudakov’s minoration inequality: lower bound, Geometric
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Thanks!
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