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EIREIENE

1. Dudley’s inequality. The upper bound of E e 4 Xt

2. Chaining method: extension to covering numbers.

Dudley’s inequality 1s not tight up to a log factor.
A tight bound?



Intuition (Genetic chaining)

Chaining: we choose fixed €, for every covering set.
Genetic chaining: use adaptive €,

Er — Sup d(ta Tk)a
teT

Chaining: F €, #kcovering set T,
Genetic chaining: Fcovering set T, $X €,




Generic Chaining Bound

Definition 8.5.1 (Talagrand’s =, functional). Let (7,d) be a metric space. A
sequence of subsets (7})52, of T' is called an admissible sequence if the cardinalities
of T}, satisfy (8.40). The ~; functional of T is defined as

v2(T', d) = inf supz 2F2d(t, T;,)
k=0

(Tk) teT

T =1, |T,] <2, k=12,... (8.40)

Theorem 8.5.3 (Generic chaining bound). Let (X;);er be a mean zero random
process on a metric space (T,d) with sub-gaussian increments as in (8.1). Then

Esup X; < CK~y(T,d).

te’T
Hint: the proof is similar.



Example

e

Exercise 8.5.2 (v, functional and Dudley’s sum). sss# Consider the same
set 1T' C R™ as in Exercise 8.1.12, 1.e.

!

(a) Show that the y,-functional of T' (with respect to the Euclidean metric) is
bounded, i.e.

v2(T', d) = inf supZ 2k2qd(t, T,) < C.
k=0

(Tk) teT

Hint: Use the first 22° vectors in T to define T},
(b) Check that Dudley’s sum is unbounded, i.e.

inf Z 282 sup d(t, Ty, ) — oo

T
(k)kzo teT



Tight!

Theorem 8.6.1 (Talagrand’s majorizing measure theorem). Let (X;);er be a

mean zero Gaussian process on a set 1'. Consider the canonical metric defined
onT by (7.13), i.e. d(t,s) = || Xy — Xs||z2. Then

C - ’}/Q(T, d) § ESUpXt § C - WQ(T) d)

teT



Other extension (c.f., Sudakov-Fernique’s inequality in Gaussian Process)

Corollary 8.6.2 (Talagrand’s comparison inequality). Let (X be a mean

zero|random process|on a set T and let (Y;),er be a mean zero |Gaussian process.

Assume that for allt,s € T, we have
1X: — Xl < K[)Y; — Ysl|ze.

Then
Esup X; < CK Esup;.

teT teT



Application: Chevnet’s inequality

Theorem 8.7.1 (Sub-gaussian Chevet’s inequality). Let A be an m X n ran-

dom matrix whose entries A;; are independent, mean zero, sub-gaussian random
variables. Let ' T' C R™ and S C R™ be arbitrary bounded sets. Then

E sup (Az,y) < CK |w(T)rad(S) + w(S)rad(T)]

xeT,yeSsS

where K = max,; ||A@J||¢2

E sup (Ax,y) > clw(T)rad(S)+ w(S)rad(T)].

xeTl, yes



Take-away Messages

1. Generic Chaining Bound with y,

« Tight bound for E sup X;
teT

* Harder to calculate than Dudley’s inequality
« Extension to Sudakov-Fernique’s inequality

@ RR{EM
Thanks!
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