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前情回顾

The upper bound of 𝔼 𝑠𝑢𝑝
𝑡∈𝑇

𝑋𝑡

1. Dudley’s inequality

2. Generic Chaining Bound with 𝛾2 (tighter but harder to calculate)

The lower bound of 𝔼 𝑠𝑢𝑝
𝑡∈𝑇

𝑋𝑡

1. Sudakov’s minoration inequality 

VC dim

• A way to model the complexity of function class

• Covering number can be bounded by VC dim 1/𝜖 𝑑

• Empirical process can be bounded by VC dim ( 𝑑/𝑛)



Matrix deviation inequality

Remark: the results includes random process, concentration, geometry

𝛾(𝑇): Gaussian complexity

Hint: Talagrand’s comparison inequality with condition 



Matrix deviation inequality (extension)

Expectation version:

Square version:

Tail version:



Application

Setting 𝑇 = 𝑆𝑛−1: random matrix concentration

Setting 𝑇 = 𝑇 − 𝑇: random projection

Setting 𝑇 = Σ1/2𝑆𝑛−1 (square version): covariance estimation with stable rank

Setting 𝑇 = 𝒳: JL lemma on infinite set



Take-away Messages

1. Matrix Deviation Inequality: random process, concentration, geometry

* General

Thanks!

@ 滕佳烨
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