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前情回顾

M* bound: For the intersect of a set T and a random space, its diam can be 

very small w.h.p.

Escaping Theorem: with a large m,  the intersection can be empty w.h.p.



Recovery Problem

Signal 𝑥 ∈ 𝑅𝑛

(noisy measurement) Y = 𝐴𝑥 + 𝑤 ∈ 𝑅𝑚 (𝑚 ≪ 𝑛)
Goal: recover x from (𝐴, 𝑌)

Different from regression, the goal is to recover x instead of estimating 

coefficient (but similarly).

Besides, we can usually choose 𝐴 to meet some property (instead, the 

distribution of x in fixed in linear regression)

Note that when 𝑚 ≪ 𝑛, there can be many solutions (ill-posed).

Therefore, we need to add some prior information on signal 𝑥.



Noiseless Recovery Problem

Signal 𝑥 ∈ 𝑅𝑛, (noiseless measurement) Y = 𝐴𝑥 + 𝑤 ∈ 𝑅𝑚 (𝑚 ≪ 𝑛)
Prior information on 𝑥: 𝑥 ∈ 𝑇

All the solutions forms a kernel space of A (𝑥 ∈ 𝑥′ + 𝐾𝑒𝑟(𝐴))
Kernel space (with a shift)? 𝑀∗ bound? 

Every point that satisfies Ax=Y is close to the true signal 𝑥.



Noisy Recovery Problem

Signal 𝑥 ∈ 𝑅𝑛, (noisy measurement) Y = 𝐴𝑥 + 𝑤 ∈ 𝑅𝑚 (𝑚 ≪ 𝑛)
Prior information on 𝑥: 𝑥 ∈ 𝑇

Hint: although 𝑥′ does not satisfy 𝐴𝑥′ = 𝐴𝑥, it is close to 𝑥0 (any point 

with 𝐴𝑥0 = 𝐴𝑥, choose a proper one) since 𝐴 𝑥′ − 𝑥0 = 𝑤



The prior T: Sparsity (noiseless)

The problem is well posed when 𝑚 > 2 𝑥 0

However, it is hard to calculate since T is non-convex.

Therefore, we want to relax 𝑇 to its convex version.



The prior T: Sparsity (noiseless)

Note that the approximation is almost tight!

(the gaussian width is optimal up to a constant).



Low-rank Matrix Recovery

Signal 𝑥 ∈ 𝑅𝑑∗𝑑, (noiseless measurement) Yi = 𝐴𝑖 ⋅ 𝑋 ∈ 𝑅 (𝑚 ≪ 𝑛)
Prior information on 𝑋: 𝑅𝑎𝑛𝑘 𝑋 ≤ 𝑟 [c.f. 𝑥 0 in vector]

Nuclear norm (c.f. 𝑥 1)

Hint: use the Gaussian 

width of nuclear norm ball.



Exact sparse recovery (noiseless)

When m (#samples) is large, the signal can be recovered perfectly.



Exact sparse recovery (noiseless, intuition)

Hint: prove that the residual h = 𝑥 − ො𝑥 satisfying ℎ 1 ≤ 2𝑠 ℎ 2



Exact sparse recovery (noiseless, general RIP condition)

Intuition: the matrix A is approximate isometric, closely related to eigenvalues.



Exact recovery (noiseless, general RIP condition)

Random matrix meets the RIP condition.



LASSO



Take-away Messages (noiseless setting)

Vector recovery problem: 

• ℓ0 + ℓ2 ≈ ℓ1
• Error bound 𝑠 log 𝑛 /𝑚 [M* bound]

• Exact recovery 𝑚~𝑠 log 𝑛 [Escaping Theorem]

Matrix recovery problem: 

• ‖ ⋅ ‖0 + ‖ ⋅ ‖𝐹 ≈ ‖ ⋅ ‖∗
• RIP condition (random matrix)

• Error bound 𝑟𝑑/𝑚

LASSO (noisy): 

• Error bound 𝜎 𝑠 log 𝑛/𝑚
Thanks!
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