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Vector recovery problem: 

• ℓ0 + ℓ2 ≈ ℓ1
• Error bound 𝑠 log 𝑛 /𝑚 [M* bound]

• Exact recovery 𝑚~𝑠 log 𝑛 [Escaping Theorem]

Matrix recovery problem: 

• ‖ ⋅ ‖0 + ‖ ⋅ ‖𝐹 ≈ ‖ ⋅ ‖∗
• RIP condition (random matrix)

• Error bound 𝑟𝑑/𝑚

LASSO (noisy): 

• Error bound 𝜎 𝑠 log 𝑛/𝑚

前情回顾：sparse recovery



前情回顾：Matrix Deviation Inequality

Can we replace the norm with general norm?



General Matrix Deviation Inequality (with general norm):

Positive-homogeneous: 𝑓 𝛼𝑥 = 𝛼𝑓(𝑥)
Sub-additive: 𝑓 𝑥 + 𝑦 ≤ 𝑓 𝑥 + 𝑓(𝑦)

Example: norm, 𝑓 𝑥 = 𝑥 ⋅ 𝑦, 𝑓 𝑥 = sup
𝑦∈𝑆

𝑥 ⋅ 𝑦



General Matrix Deviation Inequality (with general norm):



Johnson-Lindenstrauss Lemma (general norm)

Chevet’s inequality (general norm)



Dvoretzky-Milman’s Theorem

1. Random Gaussian projection of cubes onto subspace m~n is close to round balls.

2. Convex hull of Gaussian cloud is approximately Euclidean ball log 𝑛.



Dvoretzky-Milman’s Theorem (Comparison)

1. Phase transition:

Part A: JL Lemma



Dvoretzky-Milman’s Theorem (Comparison)

1. Phase transition:

Part B: DM Theorem



Take-away Messages

General Matrix Deviation Inequality: extend the norm to the general norm.

DM Theorem: random project to a ball

Thanks!

@ 滕佳烨
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