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1. MR EETRARNERETRSTIEES, WEHIEMELETITR.
JETE Track A (32i) # Track B (BZFB) HR{EiE—MERERKL,
Bk NRRWHAEERERELD, AIUSRIRNESEM,
TAFER: AFERAKXNESHREMEED, EXNBITREEENERESHE &Y. BT
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Track A: IRt

—. W
1. Gt s S — Bk sy

o (1) ERHEZRULEN vs. LPRRURSH: 15— BENEERFT (X,), B8 X, 50 (REERIKK
F0) , BT n — oo BY X, HRJLFRRULELE) 0o

o (2) —EUtX (Uniform Convergence): TEALARF SN, HMTAHARMKROE—RIL h LR
RSUSIBI B R NG (KEERRIE) , MEXO—BULEL (sup,cqy |R(h) — Rs(h)] — 0) ?
NR—HUEAF AL, LI NEERIVE (ERM) RN ERIAR§E?

2. RIRIETE: IR (Type I & Type II Errors)
o (1) EX: BE™RENRIGKIHAIE—HIEIRME ZARHIR,
o (2) M. BETRNPEEXFMAEFHIRMIBR? BEREIZENFINXER,

e Q) IRNA: EEERERIEFR (H): BERR, H,: BERE) , FEEIERZNER
ABTFH—EER? MRIRBEZIRITE, (REME T —RER?

o (4)HHELMH: EIVNEIE X ~ N(u, 1) FEBIGHRIRRI: Hy: p=0vs. Hy : p =2, &I
#I7 C = {2 | x> 1} EIEIUNE X > 1 FELESRIL) . BHITEZRRNE—REZE
o MBEZLEIRME 5, ERUTAIMVEESDHERE () Rilo



=, EE (41%2)
iR 1 Ofile: FRiESROHE
ZRELRMAEE min.crn f(x), BRI f(x) =K AIHEIC R

o (1) BLEHHR: BRMFIES ™HRE XK L-TFi& (L-smoothness) F ;-581 (u-strong con-
vexity). FiiBA Hessian EPF V2 f(z) TEXFMMER T & A ENHEER .

o (2) WSHIERHR: I TFHEETREE (Gradient Descent) ;1 = z; — nV f(z), EIEBR: H f(z) 7%
B L-FBESK = 1/L B, HBSURERN O(1/T). ERBERHRE p-s80, WHERERE
I ZEfk?
1R 2: FitF )L Rademacher Complexity
BRIETIE H RBATIE X B {1, +1} WRBES. AEHERES = {21,..., 200

e (1) 258 Rademacher E & E: 5 H 421 Rademacher E & E Rg(H) MENX R, HEBERESI
ARademacher TE o; HEWEX. EREEMUTA?

o (2)ZWIRER: BNMXTFToERA, UHR1 -6, WES h e HARIL:

log(1/9)

2m

BER ERAFERR =M RNARTA? HEZE: MRBNVERI=E H T K (FIaNgintes
MENEE) , X=IHFHF—MSEZLTKR? XEIM T 24 Trade-off ?

o (3) XEXt%: McDiarmid RERTEIER ERZ WL RIGER T XBIEA, BEREZOER,

R(h) < Rg(h) + 2% (H) +

1R 3: iEEREEEE T B& (Proximal Gradient Descent)

£t3¢ Lasso [AlRE miny, |y — Xwl|3 4+ Afwl1:

HZERRBARF, BHESHX ¢ SEHENEIREF (Proximal Operator) proxy ., (v) BIFIZUZo
1HIR 4: RKHS (BEEFBRAIFZIE)

BERR RTEIE (Representer Theorem) AR, EUMRNE— M ETLIRARE = B PRI M ALIRRAL L
NERESLBIMALRR?



Track B: [

—. W (Compulsory)
1. FEROAN

JEAER PyTorch/TensorFlow FFEYE 4% API (40 nn.MultiheadAttention, nn.BatchNorm2d) , Xf#
FAsk=121E (Tensor operations, 1 matmul, transpose, mean, var) SRILLATFIRRZ — (Zif—)

e 1%EIN A: Multi-Head Self-Attention

o LI— 3 MyMultiHeadAttention,
o i\ : Batch Size, Sequence Length, Embedding Dimension,

o BXR: 68 Q, K,V WIS, Scaled Dot-Product Attention 3+&, Mask 20 2 (FIi%)
IVYNE 2y 0 TTantsa-

o BE: NHARRLU Vd, BOABY? MRRER, HEE d), RAR, Softmax WHEZLEM
2%?

o %I B: Batch Normalization

o SZI—3 MyBatchNorm2d,

o BR: MNIIEHAIE training F eval FMIEINAIX F1,

o TEIIERAYER LA Batch BYERZE, FNEHEBEH running mean # running_var,
o EHIENEREAS/RITE,

2. REEESBER
o BE—RENSE, HBEITIFHEIES.
o I8 A: AfEFH Residual Connection #1T73)ll%k.
e SE3& B: {#FH Residual Connection #1713/l
o AI{NL: HERHBEINEMER (5151 Epoch) E—EBHRE—EHENSHESE.
o PR BIMLLEEST, FEFR ResNet RUNAIEMRIERE KA/ ABLIRIA,

=, xR (41%2)
HR1: (IE%REY
Transformer [RIQIEXER T IEZ/RZMBEHRIL, BRI LLM % RoPE,
75 18IA RoPE M9i%0\BA8, HEH—ERMHMARIEEE PyTorch KI3E TR ERNMES fest 2 MBS EM M E
= BJENE Attention FEFEHHY,
iR 2. REBEIG
TSR AIRELRS, FATE A FP16 L BF16,
o BREREM AR Loss Scaling? AHATEFP16 JIEGHFHREEE?
e A PyTorch BY torch. cuda. amp B E —EATERIIIZTEIRED, EHZRERSHEEIIL.



1HIR 3: VAE FIESE1LILIT

VAE 1, HENFEMNDTE N (i, 0?) PEIERTE 2
BHIZERME 2 ~ N(u, 0®) 2SBBELTERAGE, BEEHESHARITNEELR, FRAREHEE
INEITE PyTorch SCII X — R 2 URIFTE EEE 4,

iR 4: LLM Agent 5T HIFRA
RIIRE— 1 KIESEEEO 11n_generate (prompt) MMM T EREKEN: get_weather(city)

calculator (expression)o

o 1HI&IT—EL System Prompt, FREEEMNERIES (W “LBLLILRMAIG? 7 ) BY, BEM5ETE
ReAct (Reasoning + Acting) 121\, W EZEIZNTRIFERES.

o 55 —E& Python XFS (FMHAEE) , S Agent BIRZOVEIRIZEE: AP — LLM f#4f — #
TEetARIA - #ITI A - £REE LM - £RZRE,



